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A typical run:
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 Lorenz illustrated 
the general problem 
of predictability by 
considering the first-
order quadratic 
difference equations:

Ys+1 = aYs – Ys
2

 Figure is for Y(0) = 
1.5; a = 3.75

Black: control run or 

“observations”

Initial value perturbed by 0.001
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 Identifies new variables that maximize the 

interrelationship between two data sets

 This is in contrast to the patterns describing the 

internal variability within a single data set 

identified in PCA

 It is in this sense that CCA is referred to as 
“double-barreled” PCA



 In multiple regression, the predictand is a 
scalar

 CCA can also be viewed as an extension of 
multiple regression to the case of a vector-
valued predictand variable

 The predictor: vector of SSTs, SLP, etc.

 The predictand: vector of rainfall stations, etc.

 Widely applied to geophysical data in the form 
of fields



V = ATX
W = BTY

each is a linear combination of elements of 
the respective data vectors X and Y

A: corresponding vectors of weights of X,
B: corresponding vectors of weights of Y, 

(called canonical vectors)
X and Y: centered data



• corr[V1,W1] ≥ corr[V2,W2] ≥ … ≥ corr[VM,WM]

• corr[Vk,Wm] = rc,    k = m,

= 0,    k ≠ m

• var[Vm] = var[Wm] = 1, m=1,…,M

Each of the M successive pairs of canonical variates
exhibits a weaker correlation than the previous pair

Canonical correlations, rc, are correlations between 
the pairs of canonical variates



ψ = ATSXYB – ½ λ(ATSXXA – 1) – ½ µ(BTSYYB – 1),
(λ and µ are Langrangian multipliers)

∂ψ/∂A = SXYB – λSXXA = 0

∂λ/∂B = ST
XYA – µSYYB = 0

…and after some incredible algebra…



The CCA eigenvalue problem:

(Sxx
-1SxySyy

-1Syx – λ2I)A = 0

(Syy
-1SyxSxx

-1Sxy – λ2I)B= 0

The largest eigenvalue λ2
1 is associated with the 

first eigenvector A1 or B1

(λ2 = rc)



 In practice: sometimes useful to “prefilter” the 
two fields (predictor and predictand) of raw 
data

 The two analyses may be truncated at different 
numbers of principal components

 BEWARE: important information could be lost 
when truncating the PCA

 PCA necessary when there is strong spatial 
correlation within fields

 With small sample size, PCA pre-filtering tends 
to improve stability – necessary for forecasting 
independent data



X(x,t) = Σjrj(t)gj(x), j = 1, 2, … , p

Y(x’,t) = Σksk(t)hk(x’), k = 1, 2, … , q

gj and hk are vectors whose components show the 
correlation at a specific location between the 

predictor or the predictand and their respective 
canonical component time series (rj and sk)

Barnett, T. P., and Preisendorfer, R. W. 1987: Origins and levels of monthly and 

seasonal forecast skill for United States air temperature determined by canonical 

correlation analysis, Monthly Weather Review, 115, 1825-1850. 



Deterministic statistical model (SST as predictor)





Verification: Limpopo







 Models can reliably predict weather and climate 
variations and extremes

 CCA is a linear technique which can provide some 
insight into the dynamics of the Earth System

 But…

 CCA diagnostics are notoriously difficult to interpret
physically

 The weights are defined to maximize the correlation, not
maximize the interpretability


