Two approaches to gathering text corpora from the World Wide Web

Gerrit Botha, Etienne Barnard

Human Language Technologies Research Group,
University of Pretoria / Meraka Institute, Pretoria, South Africa
gbotha@meraka.co.za, ebarnard@up.ac.za

Abstract

Many applications of pattern recognition to natural lan-
guage processing require large text corpora in a speci-
fied language. For many of the languages of the world,
such corpora are not readily available, but significant
guantities of text are available on the World Wide Web.

We describe and compare two approaches to gathering

ternet is also significant, and even in relatively “small”
languages, significant numbers of articles are available
on the World Wide Web (WWW). However, these arti-
cles are widely scattered, and it is generally a difficult
and time-consuming task to gather significant amounts of
text in a specified language from the WWW.

We therefore investigate the automation of language-

language-specific corpora from this resource, and show SPEcific text collection on the WWW. In particular, we
that the use of a commercial search engine as a first stage Study two methods for performing this task — one based

leads to good results.

1. Introduction

Many of the most promising applications of pattern
recognition involve human language: for example, word
statistics, information retrieval, speech recognition, topic
classification, and machine translation all involve the ap-
plication of principles from pattern recognition to hu-
man languages[1][2][3]. Since the statistical approach
to pattern recognition depends greatly on the availabil-
ity of sufficient training data, it is crucial that signifi-
cant language-oriented databases (known as “corpora”)
should be collected[4][5]. The most important corpora in
practice are collections of speech data and of text data;
the latter category is the focus of the current paper.

Text corpora are used for a variety of purposes, rang-
ing from the computation of word and letter statistics
to the training of part-of-speech taggers and translation
models. In light of the variability of language, very large
corpora are required for the more sophisticated applica-
tions; for example, the Chinese Gigaword Corpora, the
Multilingual News Text and the Arabic Treebank[6]. Al-
though such large corpora exist for most of the “large”
languages of the world (Mandarin Chinese, Hindi, En-
glish, French, etc.), it is difficult to collect enough text
for the vast majority of languages. Even when copious
text is available in book format, difficulties such as copy-

right issues and the manual labour required to scan these likely to belong to the desired language.

books in mean that no corpora are generally available for
most indigenous languages in the world.

Against this background, the Internet is an extremely
valuable resource. Very large amounts of text are avail-
able on the Internet in electronic format, much of it not
copyrighted[7][8]. The diversity of languages on the In-

on Web crawlers (Section 2), and the other using search
engines (Section 3). Comparative results and a discussion
of future directions are presented in Section 4.

2. Web crawlers for text collection

A Web crawler or robot is a program that recursively vis-
its web pages to collect information for a specific need.
This allows a user to collect information without signifi-
cant human interaction. A good example is Googlebot,
Google’s web crawler, which collects documents from
the web to build a searchable index for the Google search
engine. The basic implementation of the crawler is as
follows: the crawler starts at a root page and then fol-
lows the links on that page (see Fig. 1). The contents of
the returned pages are processed, and the links on each of
these pages are subsequently followed. The crawling pro-
cess continues in this tree-like manner, collecting content
as it goes on. Sophisticated algorithms to make crawlers
more efficient have been developed[9]. For the purpose of
experimenting with multilingual text corpora, we imple-
mented a basic crawler and studied the results obtained
— the philosophy being that a more robust and efficient
implementation could be developed if good initial results
were found.

Our basic idea was to crawl a large domain on
the Internet and find text that contains pre-specified
words from a language. Text found in this way is
The text
can be saved in a database and the words in the
text can now be used as additional keys to finding
more text. Once a sufficient corpus of documents
has been found, am-gram language model[10][11]
can be trained on the valid documents, and used to
select additional valid documents in the target language.
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Figure 1: Basic architecture of a Web crawler: starting
with an initial document, the system recursively follows
all the links in all subsequent documents.

We started crawling form a website that contains
only text in Zulu, hoping this would give a good root
for our crawler (which was implemented as in Fig. 1).
The crawler was started with a basic set of 300 words in
Zulu, and crawled the Web for a two-day period. The
results were disappointing, as shown in Fig. 2: 45,000
words out of a total of 10,565,000 words belonged to
Zulu or consider it as 200Kb out of a total of 24Mb
contained Zulu text. The text were mostly collected
from the website we used as starting point. The basic
conclusion was that there isn’t really a large domain of
interconnected sites that contain only Zulu websites with
relevant content. The overwhelming majority of Web
sites visited in this way are in fact predominantly or
exclusively in English, and a large database of English
text can thus be created — but this process was of little
use for the creation of a Zulu text corpus. In fact, we
did not retrieve sufficiently many Zulu documents in this
fashion to build a robusi-gram model.
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Figure 2: Search results when using the basic crawler ar-
chitecture to search for Zulu text: the vast majority of
crawled documents contain only English text, and limited
additional Zulu data is found.

3. Using a search engine for text collection

In order to address the preponderance of English doc-
uments found with our basic Web crawler, a more di-
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Figure 3: A more directed approach, by using the Google
search engine to search for relevant text.

rected approach was developed, as shown in Fig. 3. An
Internet search engine limited to the geographic region
most likely to contain documents in the target language
is used to find multiple initial documents for the Web
crawler. (For the case of Zulu, we used the commer-
cial search engine Google [12], and limited the search
to South African domains.) A series of words in the
target language are used as search terms in the selected
engine, and the crawler is modified to harvest the docu-
ments returned by the search engine. The language of the
document were then identified by usinggram language
models of South African languages

100.00%7

[ Percentage of
irrelevant words
collected

75.00% |

50.00% | [ percentage of

relevant words

collected
25.00%

0.00%
Zulu

Sepedi Afrikaans

Figure 4: Search results when using the search-based ar-
chitecture to search for Zulu, Sepedi and Afrikaans text:
the focused nature of the search ensured that more usable

text was collected from a smaller set of visited sites.

This approach was tested for three South African lan-
guages, namely Afrikaans, Sepedi (SeSotho sa Laboa)
and Zulu. Again, 300 words from each target language
were used as starting point for the Web search. As shown
in Fig. 4, a significant corpus of text was collected in this
fashiorf. Although fewer Web sites were visited, much

Lidentification can be improved by using the collected text to build
a larger language model, or by using more sophisticated classification
— for example, based on Transformation Based Learning [13]. We have
not performed these refinements, since our baseline system functioned
with acceptable accuracy in spot tests.

27ulu and Ndebele are highly similar in written form, and discrim-
ination within this pair is difficult. Given the preponderance of Zulu
data on the Web, the majority of our documents are in fact in Zulu, but
the presence of a few Ndebele documents renders our estimate approx-
imate.



more text was obtained. In detall, the following results
were obtained: 228,000 words out of a total of 2,280,000
words belonged to Zulu (1.14Mb out of a total of 11.4Mb

contained relevant Zulu text). 462,000 words out of a to-
tal of 1,540,000 words belonged to Sepedi (2.4Mb out
of a total of 7.4Mb). 10,893,600 words out of a total of

12,240,000 words belonged to Afrikaans (28.8Mb out of
a total of 30Mb).

4. Conclusion

A basic Web-crawling approach to the collection of text
corpora in smaller languages does not succeed, in light
of the preponderance of world-language documents re-
trieved from even a carefully-selected starting point. It is
therefore preferable to pre-filter the search process by se-
lecting a multiplicity of sites which all contain at least one
word in the target language. This approach yielded highly
promising results in three languages that were evaluated
in our research.

It remains to be seen whether a hybrid approach can
be constructed to further expand the set of sites obtained.
A Web crawler can, for example, be initiated from each
of the sites returned by an initial search, and the language
model trained from those sites used to filter other sited
found during recursive traversal of the Web. Since the
proportion of valid target-language documents is likely
to be very small (based on the results in Section 2), this
approach must be highly efficient. We are currently in-
vestigating such a methodology.
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