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ABSTRACT
This paper estimates Bayesian Vector AutoregreS8%AR) models, both spatial and non-spatial
(univariate and multivariate), for the twenty lasgetates of the US economy, using quarterly de¢a o
the period 1976:Q1 to 1994:Q4; and then forecaststo-four quarters ahead real house price growth
over the out-of-sample horizon of 1995:Q1 to 20@6:The forecasts are then evaluated by comparing
them with the ones generated from an unrestricteskical Vector Autoregressive (VAR) model and
the corresponding univariate variant the same.llyindie models that produce the minimum average
Root Mean Square Errors (RMSES), are used to gréwicdownturns in the real house price growth
over the recent period of 2007:Q1 to 2008:Q1. Téwmults show that the BVARSs, in whatever form
they might be, are the best performing models inflthe 20 states. Moreover, these models do a fair
job in predicting the downturn in 18 of the 19 setgthowever, they always under-predict the sizbef
decline in the real house price growth rate.

1. INTRODUCTION
This paper estimates Bayesian Vector AutoregreS8%AR) models, both spatial and non-spatial
(univariate and multivariate), for the twenty lasgstates (in terms of population) of the US ecoyiom
using quarterly data over the period 1976:Q1 to41Q@; and then forecasts one-to-four quarters ahead
real house price growth over the 48 quarters owgaofiple forecast horizon of 1995:Q1 to 2006:0Q4.
The forecasts are then evaluated by comparing tiwém the ones generated from an unrestricted
classical Vector Autoregressive (VAR) model and twresponding univariate variant the same.
Finally, the models that produce the minimum averRgot Mean Square Errors (RMSES), or in other
words the “optimal” models, are used to predictdbgnturns in the real house price growth over the
recent period of 2007:Q1 to 2008:Q1.

House price downturn in the last few quarter haenbaf concern in the US housing market. After an
initial boom in the late 1990s, and even into thdye2000s, activity in the US housing market has o
late waned (NAR, 2006). Booms and busts in houseeprcan have significant impact on the
confidence of consumer expenditure, and, in tumthe financial markets. Stock and Watson (2003)
pointed to the role of asset prices in forecasiifigtion, and have highlighted the dominance afi$®
prices in this regard. Thus, a concern to all dialders is whether the growth in house prices is
predictable. As such, the need to design modetstraforecast house prices timely, and their jpdessi
turns, is of paramount importance. In this regénd, VARS, simply based on the variables of interest
which in our case are the real house price growtisthe twenty largest US states, could be of
tremendous value. Even though these models ladknation about the possible fundamentals that
might be affecting the housing market, they cawdry handy when it comes to providing preliminary
indication about where the variables of interegihihbe heading (Gupta and Das (2008) anddDak
(2008)). The fact that VARs, especially BVARs, apgte well-suited in predicting turning points of
macroeconomic variables have recently been sulesieahtby Dua and Ray (1995), Dua and Miller
(1996), Del Negro (1999), Gupta and Sichei (20@)pta (2006, 2007a), Zita and Gupta (2007) and
Banerji et al. (2008), amongst others. Moreover, as indicatedRbgach and Strauss (2007, 2008),
Gupta and Das (2008) and Deisal. (2008), it is also important to account for théeefs of the house
price of neighbouring states in predicting the leopsce of a specific state and herein lies thiemate
for using spatial BVAR (SBVAR) models, over and ebdhe standard VAR and BVAR models based
on the Minnesota priofsfor forecasting house price.

To the best of our knowledge, this is the firseatpt to predict the recent downturns in the real
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house price growth for the twenty largest stateshef US economy. The remainder of the paper is
organized as follows: Section 2 outlines the detefl the structure and the estimation of the VAR,
BVARs and the SBVAR comprising of the real housiEgmgrowth of the twenty largest US states,
while Section 3 discusses the layout of the modgéxtion 4 compares the accuracy of the out-of-
sample forecasts generated from the alternativeetep@nd Section 5 is devoted to analyzing the
ability of the “optimal” modéel to predict the turning point in the real housec@rgrowth. Finally,
Section 6 concludes and considers possible arehguré research by highlighting the limitations of
this study.

2. VARSs, BVARs AND SBVAR: SPECIFICATION AND ESTIMAION*

The Vector Autoregressive (VAR) model, though ‘attedical’, is particularly useful for forecasting
purposes. An unrestricted VAR model, as suggesgesims (1980), can be written as follows:

D, = A+ ALYy, +E, @
wherey is a (% 1) vector of variables being forecaste¥(l) is a (#*#) polynomial matrix in the
backshift operatol. with lag lengthp, i.e., A(L) = /11L+/12L2 o +APLP; Ayis a

(7%1) vector of constant terms, anfl is a (#*1) vector of error terms. In our case, we assume
thate ~ N(0,0°1 ), where I isanX nidentity matrix .

Note the VAR model generally uses equal lag lerigthall the variables of the model. A drawback
of VAR models is that many parameters need to tienated, some of which may be insignificant.
This problem of overparameterization, resultingralticollinearity and a loss of degrees of freedom,
leads to inefficient estimates and possibly largeaf-sample forecasting errors. One solution often
adapted, is simply to exclude the insignificanslégsed on statistical tests. Another approaah use
a near VAR, which specifies an unequal number gs far the different equations.

However, an alternative approach to overcoming tbn&rparameterization, as described in
Litterman (1981), Doaet al (1984), Todd (1984), Litterman (1986), and Sper{é803), is to use a
Bayesian VAR (BVAR) model. Instead of eliminatingnger lags, the Bayesian method imposes
restrictions on these coefficients by assuming thay are more likely to be near zero than the
coefficients on shorter lags. However, if there sireng effects from less important variables,dh&a
can override this assumption. The restrictiondraposed by specifying normal prior distributionghwi
zero means and small standard deviations for alfficeents with the standard deviation decreasiag a
the lags increase. The exception to this is thatcthefficient on the first own lag of a variablesta
mean of unity. Litterman (1981) used a diffuse pfar the constant. This is popularly referrecato
the ‘Minnesota prior’ due to its development at theiversity of Minnesota and the Federal Reserve
Bank at Minneapolis.

Formally, as discussed above, the means and vasdawicthe Minnesota prior take the following
form:

B ~N(1,05)and B, ~ N(0,0 ) (2)
where :3. denotes the coefficients associated with the ldgiependent variables in each equation of

the VAR, while ,[)’j represents any other coefficient. In the beliet thgged dependent variables are

important explanatory variables, the prior meansesponding to them are set to unity. However, for
all the other coefficientgﬁ’j 's, in a particular equation of the VAR, a prior aneof zero is assigned to

suggest that these variables are less importahetmodel.

3 A model is said to be optimal if it on averagedaroes the minimum value for the specific statistgasuring the
out-of-sample forecast performance. See Sectiord3idor further details.

4 The discussion in this section relies heavily @Bage (1999), Gupta and Sichei (2006), Gupta (28067),
Gupta and Das (2008) and Dasl. (2008).
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The prior variancesd andaﬂi, specify uncertainty about the prior megﬁils: 1, aan’j =0,

respectively. Because of the overparameterizatidheoVAR, Doanet al. (1984) suggested a formula
to generate standard deviations as a function dllsrumbers of hyperparametens; d, and a
weighting matrixf(i, j). This approach allows the forecaster to specifijvidual prior variances for a
large number of coefficients based on only a feydngarameters. The specification of the standard
deviation of the distribution of the prior imposed variablgj in equation at lagm, for alli, j andm,
defined as5(i, j, m), can be specified as follows:

g,
81, J,m)=wx g(m)* [ (7, /)] éf @)

7

with f(i, j) = 1, if i = j and £, otherwise, with 0 < £, <1); g(m) = m™,d>0.Note thatd: is the

I
estimated standard error of the univariate autessjon for variablé. The ratio 0 . /0 f scales the

variables to account for differences in the unftsneasurement and, hence, causes specificatidreof t
prior without consideration of the magnitudes oé thariables. The ternw indicates the overall
tightness and is also the standard deviation orfitseown lag, with the prior getting tighter assw
reduce the value. The paramegm) measures the tightness on lagwith respect to lag 1, and is
assumed to have a harmonic shape with a decay fafadp which tightens the prior on increasing lags.
The parametef(i, j) represents the tightness of variapli@ equationi relative to variable, and by

increasing the interaction, i.e., the valueécl/)f, we can loosen the prior.

In the literature, the values of overall tightnéss are 0.1, 0.2, while those of the lag deadlyafe 1.0
and 2.0, with,ég. = 0.5, which implies a weighting matrik) of the following form:

[1.0 05 . . . 0.5]

05 1.0 . . . 05
F =

05 . . . . 10]

Since, the lagged dependant variable in each equégithought to be importarf, imposes@i =1

loosely, while, given that tl13j coefficients are associated with variables presunmede less

important, the weighting matrik¢ imposes the prior means of zero more tightly andbefficients of
the other variables in each equation. Given thatMiinnesota prior treats all variables in the VAR,
except for the first own-lag of the dependent,nridentical manner, quite a few number of attempts

e
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Figure 1: Map of the USA.

® For an illustration, see Dua and Ray (1995).



have been made to alter this fact. Some studies baggested relying more on the results from the
loose versions of the prior (Dua and Ray (1995) be8age (1999)). Alternatively, LeSage and Pan
(1995) have suggested the construction of the werghtrix based on the First-Order Spatial
Contiguity (FOSC), which simply implies the creatiof a non-symmetri& matrix that emphasizes
the importance of the variables from the neighlprétates more than that of the non-neighboring
states. Lesage and Pan (1995) suggests the useabfeaof unity on not only the diagonal elemerfts o
the weight matrix, as in the Minnesota prior, bigban place(s) that correspond to the variablg(sh
other state(s) with which the specific state insidaration have common border(s). However, for the
elements in theF matrix that corresponds to variable(s) from st&tehat are not immediate
neighbor(s), Lesage and Pan (1995) proposes a w&l0el. Hence, referring to the map of the®Us

given in Figure 1, the design of tRematrix based on the FOSC prior, given the alpheledrdering
of the twenty largest states, namely, AZ, CA, FIA, @&, IN, MA, MD, MI, MO, NC, NJ, NY, OH,
PA, TN, TX, VA, WA and WI, can be formalized adlfuvs:
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The intuition behind this asymmetri€ matrix is based on our lack of belief on the priegans of
zero imposed on the coefficient(s) for price(s}taf neighboring state(s). Instead we believe thedd
variables do have an important role to play, het@esxpress our lack of faith in the prior means of
zero, we assign a larger prior variance, by inéngathe weight values, to these prior means on the
coefficients for the variables of the neighborirtgtas. This, in turn, allows the coefficients oedh
variables to be determined based more on the saangiéess on the prior.

0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
1.0
0.1

The BVARs and the SBVAR, based on the FOSC priar,estimated using Theil's (1971) mixed
estimation technique. Specifically, suppose we ter® single equation of the VAR model as:

9, =X +¢&, withl7ar(€,)=0"I, then the stochastic prior restrictions for thisgi equation
can be written as:

® The source for the US map ktp://www.submittheoffer.com/images/usa. gif

" It must, however, be pointed out that alternativéering of the twent largest US states do notcafair final
results in any way.

0.1
0.1
0.1
0.1
1.0
0.1
0.1
0.1
1.0
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
1.0




M, /0oy, 0 e 0 iy "y
M, 0 g/o, 0 . . 0 ay1p Hypp
_ . . L. . S @
0
_Mnmﬂ _ L 0 O N * O J/ U}wm _ _dnnw _ _ﬂm«m _

Note, Var(x) =0l and the prior mean$/, ando, take the forms shown above for the

i um
Minnesota prior and for the FOSC prior. With (4)tten as:
and the estimates for a typical equation are ddragefollows:
LB=(X'X+R'R)7(X'y, +R'"r) (6)

Essentially then, the method involves supplemernttiegdata with prior information on the distributio

of the coefficients. The number of observations dadrees of freedom are increased by one in an
artificial way, for each restriction imposed on therameter estimates. The loss of degrees of freedo

due to over- parameterization associated with ssatal VAR model is therefore, not a concern in the

BVARs and SBVAR.

3. VARs, BVARs AND SBVAR MODELS FOR FORECASTING HGE PRICES IN TWENTY
LARGEST US STATES

Given the specification of the priors in Sectiona® estimate BVARs and a SBVAR model based on
the FOSC prior for real house price growth of therty largest US states over the period of 1976:01
to 1994.04, using quarterly data. Then we computeout-of-sample one- through four-quarters-ahead
forecasts for the period of 1995:01 to 2006:04, emwipare the forecast accuracy relative to théef
forecasts generated by an unrestricted VAR andittieariate versions of the VAR, or alternatively,
autoregressive (AR) models, and the BVARs (forgame set of priors). The choice of the 48 quarters
out-of-sample horizon is motivated by the fact timatrked differences were observed in housing price
growth across U.S. regions since the mid-1990s §Blaand Staruss (2007, 2008)). Once, we obtain
the “optimal” model, i.e., the specific model foparticular state that produces, on average, tedb
Root Mean Squared Errors (RMSESs) over the perioti9a®b:01 to 2006:04, we use it to forecast ex
ante and check whether the model in consideratiaifdchave predicted the downturn in the real house
price growth over the period of 2007:01 to 2008*@¥s pointed out above, the variables included in
the models are the real house price growth of #enty largest US States. The U.S. state-level
nominal housing price data, obtained from the Feddac, consists of quarterly observations from
1975:1 to 2006:4. Using matched transactions enstime property over time to account for quality
changes, the Conventional Mortgage Home Price 1(§@&4HP1) of the Freddie Mac provides a means
for measuring the typical price inflation for hoaseithin the U.S. The data used by Freddie Mac
consists of both purchase and refinance-appramasactions, and consists of over 33 million homes.
A real housing price series is obtained by dividing state-level CMHPI by the personal consumption
expenditure (PCE) deflator obtained from the Bure&iEconomic Analysis (BEA). All data are in
their seasonally adjusted form in orderitder alia, address the fact that, as pointed out by Hamilton
(1994:362), the Minnesota-type priors are not weited for seasonal data. Ultimately, we compuge th
annualized growth rates for the real house prigembltiplying 400 to the differences in the natural
logs of the same.

In each equation of the VARSs, classical or Bayesspatial or non-spatial (univariate or multivagat
there are 41 parameters including the constangngive fact that the model is estimated with 2%ags
each variable. Note Sinas al. (1990) indicates that with the Bayesian approathedy based on the

8 Based on our calculations of the real house priceviln, we found all the 20 states under considemato
witness a decline in the real house price growdmf2007:01 onwards.

° The choice of 2 lags is based on the unanimitthefsequential modified LR test statistic, Akaikéopimation
criterion (AIC), the final prediction error (FPE)iterion, and the Hannan-Quinn (HQ) criterion.



likelihood function, the associated inference doesneed to take special account of nonstationarity
since the likelihood function has the same Gausstiape regardless of the presence of nonstatignarit
Given this, we do not formally report the testsmitionarity™

The twenty-variable alternative BVAR models areireated for an initial prior for the period of
1976:01 to 1994:04 and then, we forecast from 1@Bfhrough to 1995:04. Since we use two lags, the
initial two quarters of the sample, 1976:01 to 1926 are used to feed the lags. We generate dynamic
forecasts, as would naturally be achieved in adr@casting practice. The models are re-estimated
each quarter over the out-of-sample forecast horim@rder to update the estimate of the coeffisien
before producing the 4-quarters-ahead forecastss. ifdrative estimation and 4-steps-ahead forecast
procedure was carried out for 48 quarters, withfitilse forecast beginning in 1995:01. This experime
produced a total of 48 one-quarter-ahead forecd8téwo-quarters-ahead forecasts, and so on, up to
48 4-step-ahead forecasts. We use the Kalman filigorithm in RATS', for this purpose. The
RMSEs? for the 48, quarter 1 through quarter 4 forecaststhen calculated for the twenty real house
price growth rates of the models. The average ®RMSE statistic values for one- to four-quarters-
ahead forecasts for the period 1995:01 to 2006r84ten examined. Identical steps are followed to
generate the forecasts from the univariate andrthiéivariate forms of the VAR models, besides the
BVARs, spatial and non-spatial (univariate and iaatiate) for alternative values of the
hyperparameters defining the priors. The model pratuces the lowest average RMSE values is
selected as the ‘optimal’ model for a specific estand is then used to generate exante forecasts ov
the period of 2007:01 to 2008:01 to check whethat $pecific model could have predicted the recent
downturn in real house price growth for a particslate.

4. EVALUATION OF FORECAST ACCURACY

In this section, we evaluate the accuracy of fastrgenerated by the BVAR models, both spatial and
non-spatial (univariate and multivariate), by conpgthe RMSEs from the out-of-sample forecasts of
these models with the same set of statistics gestefeom an unrestricted-multivariate classical VAR
and the univariate VARSs. In Table 1, we compareaterage RMSEs of one- to four-quarters-ahead
out-of-sample-forecasts for the period of 1995:012006:04, generated by the univariate VAR, the
VAR, five alternative univariate BVARS, five alteative multivariate BVARs, and the SBVAR based
on the FOSC prior. At this stage, a few words neeble said regarding the choice of the evaluation
criterion for the out-of-sample forecasts generdtedn Bayesian models. As Zellner (1986: 494)
points out the “optimal” Bayesian forecasts wilifei depending upon the loss function employed and
the form of predictive probability density functiom other words, Bayesian forecasts are senditive
the choice of the measure used to evaluate thefeagmple forecast errors. However, Zellner (1986)
points out that the use of the mean of the preaigtrobability density function for a series, igioyal
relative to a squared error loss function and tleaMSquared Error (MSE), and, hence, the RMSE is
an appropriate measure to evaluate performanceomafcdsts, when the mean of the predictive
probability density function is used. This is exaethat we do in Table 1, when we use the average
RMSEs over the one- to four-quarter-ahead forenggtorizon. The conclusions from Table 1 can be
summarized as follows:

[INSERT TABLE 1]

0] There does not exist an unique “optimal” model fhetforms the best in terms of lowest
average RMSE for all the twenty states. Similaulteswere also obtained by Gupta and
Das (2008) and Dat al. (2008) while analyzing the South African housinarket;

(ii) However, except for MA, in 19 of the 20 statesgerehthe univariate VAR or the AR(2)

10 However, using the Augmented Dickey-Fuller (ADfRe Phillips-Perron (PP), Dickey-Fuller-Genaraliteshst
Squares (DF-GLS), and the Kwiatkowski-Phillips-Satitrshin (KPSS) tests, all the twenty real housieepr
growth rates were found to be integrated of ordérel I(1).

L All statistical analysis was performed using WINR#\ Version 7.0.

'2 Note that if A\, denotes the actual value of a specific variablperiod t + n and , F, , is the forecast made

t+n

1
in periodt for t + n, the RMSE statistic can be defined %NZ(AH” - F, )’ . Forn= 1, the summation

runs from 1995:01 to 1995:04, and for 2, the same covers the period of 1995:02 to 19960d,so on.



model does the best, the BVARSs, spatial or nonislpdtinivariate or multivariate)
outperforms the classical variants of the univaratd multivariate VARS;

(iii) Specifically, the univariate BVAR3AE 0.1,d = 1.0, ’é,-/- =0.001 ) outperforms all other

models for IL, TN and WI, while, the univariate BR& (w = 0.2,d = 2.0) is “optimal”
for AZ, TX and WA. The multivariate BVAR3w= 0.1,d = 1.0, /éy =0.5) does the best

for NC and VA, with the multivariate BVARIWE 0.3,d = 0.5, ,éy =0.5) outperforming

the alternative models for CA, FL, IN, MIl, MO andHOwhile the multivariate BVAR5
(w=0.1,d= 2.0,,éy =0.5) is the best-suited model for forecasting NBinally, for GA,

MD, NY and PA, the SBVAR model based on the FOSIGrps the standout performer;

(iv) The athoeretical nature of the VARs make it quite difficult, if nohpossible, to interpret
the results, i.e., why is it the models perfornthe way they do? However, given the
basic structure of the VARS, univariate or multiase, classical or Bayesian (spatial or
non-spatial), we can make the following additionbkervations: (a) Generally, for the
states, where the univariate VAR and the univar@¥A\Rs do the best, it essentially
implies that in those states, what matters modetermining the current real house price
growth rate is the own lagged real house price tgrawate. Moreover, given that it is
generally the tight priored univariate BVARs thtral out amongst that specific class of
models, is indicative of the fact that most of tlegiance in the current real house price
growth rate comes from the first own lag of the sam this regard, it is not surprising to
see univariate BVAR4 doing the best for AZ, TX anM — the states that do not share
their borders with any of the other states in thentry; (b) In addition, for states where
the multivariate BVARs are the optimal models, tha&jority of them (6 out of 9) are the
loose priored ones. This indicates that, laggetl mease price growth rates of all the
other states matter, besides the one in questays @ role in determining the current real
house price growth rate, and; (c) Finally, for gtates, where the SBVAR model stands
out, namely, GA, MD, NY and PA, they are generdhg ones with very prominent
neighbors, as well as bordered by states, whodéhoeme price growth rate, in turn, is
determined mainly by itself, i.e., either by unieée@ BVARSs or relatively tight priored
multivariate BVARSs.

In summary, what stands out though, is the fadt e BVARS, in whatever form they might be are

the best performing models in majority of the caseisen compared to the classical variant of the
univariate and multivariate VARs. Overall, the mingise priored multivariate BVAR does the best for
6 states, followed by the SBVAR for 4 cases. Twaohef relatively tight priored univariate BVARSs are

the best performing models for 3 additional casehgewhile the 3 of the remaining 4 cases are ghare
between the two relatively tight multivariate BVARSsith the univariate classical VAR standing out

for just one state.

5. PREDICTING THE TURNING POINTS

This section is devoted to analyzing the capabibftythe “optimal” model in predicting the recent
downturn in the real house price growth rate ofZfidargest US states over theante forecast period

of 2007:01 to 2008:0% As can be seen from the Figures 2 through 21,pexce FL and MA, the
“optimal” model corresponding to a specific stateesl reasonably well in tracking the downturn. Note
the optimal model for MA was the univariate VAR, #te “optimal” Bayesian models are well-
equipped in predicting the downturn in 18 of thech8es, with the exception of FL. However, inladf t
cases, where the “optimal” models predicted therdom correctly, the tended to under-predict the
size of the decline in the real house price growath. This is not surprising, especially when ales

into account of the fact that though lagged valok$iouse prices contains useful information, the
recent downturn in the housing market has to db thieé adverse effects on the fundamentals affecting
the house prices. Nevertheless, the ability of‘tmimal” models, majority of which are Bayesian in
nature, in predicting the recent downturn cannadiseegarded. These models, as shown here, could be
usedefficiently (in the sense that not too much information is megl) to obtain a preliminary and
prompt feel about where a specific variable mightheaded, and, hence, as pointed out by Del Negro

13 The period 2007:01 to 2008:01 is dublezdnte simply because our sample for the model ends #:280
However, given the availability of data till 200&;0ve can compare the future forecasts from theeinwith the
original data.



(1999), can be of immense importance to policy make
[INSERT FIGURES 2 THROUGH 21]

6. CONCLUSIONS

This paper estimates Bayesian Vector AutoregreS8%AR) models, both spatial and non-spatial
(univariate and multivariate), for twenty largesites of the US economy, using quarterly data over
the period 1976:Q1 to 1994:Q4; and then forecaststo-four quarters ahead real house price growth
over the 48 quarters out-of-sample forecast horiab995:Q1 to 2006:Q4. The forecasts are then
evaluated by comparing them with the ones generdtech an unrestricted classical Vector
Autoregressive (VAR) model and the correspondinigamate variant of the same. Finally, the models
that produce the minimum average Root Mean SquarersE (RMSES) are used to predict the
downturns in the real house price growth over gwent period of 2007:Q1 to 2008:Q1.

In general, we draw the following conclusions: Tée BVARSs, in whatever form they might be, i.e.,
spatial or non-spatial (univariate or multivariaséeg the best performing models in 19 of the 2testa
when compared to the classical variant of the urdt@ and multivariate VARs; (b) The “optimal”
Bayesian models do a fair job in predicting the dtwsn in 18 of the 19 states for which they prodlce
the minimum RMSEs on average; (c) However, the itogf’ models were always found to under-
predict the size of the decline in the real houseepgrowth rate, this, perhaps, being an indicatid

the importance of the adverse effects of fundanterda real house prices, over and beyond the
information contained in the past house pricese@ithis, an immediate extension of this study would
be to analyze how well the Autoregressive Disteloutag (ARDL) models developed by Rapach and
Strauss (2007, 2008) would compare in predicting tlrning points in the data. Moreover, an
alternative approach would be to develop a Dyndraictor Model (DFM) as in Daet al. (2008) that
would allow for the role of large number of potahtpredictors, or one might want to delve into
designing a large-scale BVAR model, along the liné$Gupta and Kabundi (2008a), which would
allow for not only the role of large number of damentals affecting the real house price growth but
also for asymmetric interaction from national-, ioe@l and state-level (neighbors or non-neighbors)
variables, and; (d) Finally, overall, the abilit§ the atheoretical Bayesian models, as quick and
preliminary predictors of real house price growatercannot be disregarded.

At this stage, it must be pointed out that theeearleast two limitations to using a Bayesian apph

for forecasting. Firstly, as it is clear from Taldlethe forecast accuracy is sensitive to the ehofche
priors. So if the prior is not well specified, alieanative model used for forecasting may perform
better. Secondly, in case of the Bayesian models, requires to specify an objective function, for
example the average RMSEs, to search for the ‘@ftipniors, which, in turn, needs to be optimized
over the period for which we compute the out-of-glnforecasts. However, there is no guarantee that
the chosen parameter values specifying the priiroentinue to be ‘optimal’ beyond the period for
which it was selected. Nevertheless, the importariche Bayesian forecasting models, spatial ornon
spatial (univariate or multivariate), cannot be emd$timated. This has been widely proven in the
forecasting literaturd and is also vindicated by our current study, Whinlicates the suitability of the
Bayesian models in forecasting and predicting tineimg points in the real house price growth rates
20 largest states of the US economy.
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Tablel. One-to -Four- Quarters-Ahead Average RM SEs (2001:01-2006:04)

Models
VAR BVAR1 BVAR?2 BVAR3 BVAR4 BVAR5 SBVAR
States uv MV uv MV uv MV uv MV uv MV uv MV

AZ 9.17 8.91 9.01 8.33 8.80 8.45) 7.8 8.0p 7.86 8.60 8.80 8.08 8.36
CA 6.96 7.44 6.97 6.92 6.99 6.95 7.01 6.98 6.99 6.97 6.94 6.9 6.94
FL 8.33 7.85 8.21 7.32 8.37 7.63 7.89 7.48 8.42 8.00 8.94 7.8B 7.88
GA 3.42 3.35 3.34 3.16 3.25 3.16) 2.9( 2.9 291 3.19 273| 294 2.85
IL 3.02 4.07 3.01 3.19 3.04 3.18 294 3.21 2.97 3.24 3.12 3.26 2.99
IN 2.25 2.70 2.23 217 2.23 2.21 2.21 2.23 2.22 2.25 2.24 2.2b 2.23
MA 456 5.25 4.59 4.61 4.64 4.65 4.72 4.6 4.74 413 471 654 474
MD 6.02 5.86 6.04 5.79 6.16 5.87 5.9( 5.7b 6.1 6.00 .446| 5.81 5.75
MI 3.32 3.72 3.29 2.92 3.33 3.17 3.10 3.00 3.18 3.43 3.47 3.1 3.27
MO 3.41 4.33 3.40 3.07 3.38 3.22 3.36 3.66 3.35 3.38 3.36 3.8D 3.55
NC 2.63 2.73 2.58 2.62 2.59 2.57 240 2.38 2.47 2.66 2.68 2.46 2.41
NJ 5.52 5.76 5.54 5.45 5.55 5.41 5.43 5.4p 5.42 5.88 .58 5| 5.38 5.42
NY 5.66 6.81 5.63 5.48 5.62 5.39 5.31 5.3pb 5.39 587 .695| 5.36 5.16
OH 2.28 2.61 2.26 212 2.28 2.15 2.22 2.14 2.25 2.21 2.34 2.1p 2.14
PA 473 4.39 4.66 3.85 453 3.84] 4.1 3.9p 4.11 3.86 .464| 3.99 3.77
TN 3.15 3.99 3.07 3.30 3.05 3.23( 2.80 2.99 2.88 3.29 3.13 3.04 2.85
TX 3.28 3.42 3.25 3.31 3.23 3.42 3.02 3.3 3.01 3.48 3.25 3.36 3.05
VA 5.73 5.50 5.67 5.08 5.67 5.10) 5.13 4.90 5.20 5.16 5.84 4.93 5.03
WA 4.06 4.39 4.04 3.84 3.99 3.76] 3.75 3.74 3.72 3.85 3.97 3.76 3.75
W] 3.58 457 3.55 3.54 3.55 3.53( 3.53 3.55 3.55 3.60 3.58 3.60 3.54

Notes: UV (Univariate); MV (Multivariate); BVAR1(w=0.3,d=0.5); BVAR2(w=0.2,d=1.0); BVAR3(w=0.1,d=1.0); BVAR4(w=0.2,d=2.0), BVAR5(w=0.1,d=2.0).

11



Real house price Growth

Real house price Growth

10.00

5.00

0.00

-5.00

-10.00

-15.00

-20.00

5.00

0.00

-5.00

-10.00

-15.00

-20.00

-25.00

-30.00

Figure 2. Predicting Turning Points for AZ (2007:01-2008:01)

Period

Figure 3. Predicting Turning Points for CA (2007:01-2008:01)

Period

—e— Forecast
—=— Actual

—e— Forecast
—=— Actual

12




Real house price Growth

Real house price Growth

5.00

0.00

-5.00

-10.00

-15.00

-20.00

10.00

8.00

6.00

4.00

2.00

0.00

-2.00

-4.00

Figure 4. Predicting Turning Points for FL (2007:01-2008:01)

Period

Figure 5. Predicting turning Points for GA ( 2007:01-2008:01)

Period

—e— Forecast
—=— Actual

—e— Forecast
—%— Actual

13



Real house price Growth

Real house price Growth

Figure 6. Predicting Turning Points for IL (2007:01-2008:01)
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Figure 7. Predicting Turning Points for IN (2007:01-2008:01)
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Figure 10. Predicting Turning Points for Ml (2007:01-2008:01)
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Figure 18. Predicting Turning Points for TX (2007:01-2008:01)
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Figure 19. Predicting Turning Points for VA (2007:01-2008:01)
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