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Abstract—Speaker recognition is a method which recognise 

a speaker from characteristics of a voice. Speaker recognition 

technologies have been widely used in many domains. Most 

speaker recognition systems have been trained on normal clean 

recordings, however the performance of these speaker 

recognition systems tends to degrade when recognising speech 

which has emotions. This paper presents an emotional speaker 

recognition system trained using machine and deep learning 

algorithms using time, frequency and spectral features on 

emotional speech database acquired from the Ryerson Audio-

Visual Database of Emotional Speech and Song (RAVDESS). 

We trained and compared the performance of five machine 

learning models (Logistic Regression, Support Vector 

Machine, Random Forest,  XGBoost, and k-Nearest Neighbor), 

and three deep learning models (Long Short-Term Memory 

network, Multilayer Perceptron, and Convolutional Neural 

Network). After the evaluation of the models, the deep neural 

networks showed good performance compared to machine 

learning models by attaining the highest accuracy of 92% 

outperforming the state-of-the-art models in emotional speaker 

detection from speech signals. 

Keywords— RAVDESS, neural networks, machine learning, 

emotion recognition, speaker recognition  

I. INTRODUCTION  

Deep learning is a machine learning technique that 
imitate the functions of a human brain in processing 
structured and unstructured data for intelligent applications 
such as machine translation, speech recognition, object 
detection, and many more. Deep learning techniques can 
learn and be able to make decisions without supervision of a 
human being. Thus, these techniques have attracted 
significant research interests in image recognition, computer 
vision and natural language processing. Famous commercial 
companies such as Apple, IBM, Facebook, Oracle, Amazon, 
Microsoft, Google, etc. use deep learning approaches to help 
scale their business rules. Deep learning techniques are the 
current more successful approaches in Data Science 
competitions which were previously dominated by other 
machine learning techniques such as support vector machine 
(SVM). Deep learning techniques have illustrated successful 
results in emotion and speaker recognition over traditional 
approaches  [1]–[5]. 

Speaker recognition can be defined as a method that 
recognises a user from speech. The performance of speaker 
recognition is affected by many factors, such as background 
noise, channel effect, speaker, and quality of the recordings. 
These factors may bring negative influence on speaker 
recognition by inducing extra intra-speaker vocal variability, 
which is the difference across speakers.  

Most speaker recognition systems lack quality due to low 
amount of training data size for target language. This 
environment is called low-resourced [32]. Mokgonyane et al. 
[31] proposed a speaker recognition system that utilizes 
machine learning models. The models are trained on a clean 
speech database of low-resourced language. Authors 
obtained good accuracy of 96% using neural networks. 
Though the data did not contain emotional speech. Emotion 
is another internal source which can induce intra-speaker 
vocal variability [6]. Emotion recognition is a technique used 
to recognise emotion. In many cases, a speaker recognition 
system is built on a normal speech data set and this system 
degrade in performance when tested on speech emotions data 
set. This paper proposes a speaker recognition system trained 
using speech emotion data set consisting of eight emotions 
(disgust, surprise, fearful, angry, sad, happy, calm and 
neutral), and thus referred to as emotional speaker 
recognition system. Three sets of acoustic features of speech 
(Time, Frequency, and Spectral) are extracted from the 
Ryerson Audio-Visual Database of Emotional Speech and 
Song (RAVDESS) data set and used to train and compare 
eight different learning models. We list the following 
contributions as follows: 

 Speaker and emotion recognition literature review 
is presented. 

 We provide list of features used to train the models. 

 We train speaker recognition using emotional 
database and obtain good performance. 

 We provide the best SVM kernel for speaker 
recognition. 

 We analyze the performance of deep learning 
approach and machine learning techniques. 

 We suggest models to predict speaker emotions. 

 We provide how models distinguish male and 
female speakers. 

 

This paper is outlined as follows. Firstly, the literature 
review study on speaker and emotion recognition is 
discussed in Section II and Section III explains the data 
processing, feature engineering (extraction and 
normalization), and methods used to build and evaluate the 
models. The discussions and findings are given in Section 
IV, while Section V discusses the conclusion of the paper. 



II. LITERATURE REVIEW 

This section explains the literature review based on 

current speaker recognition systems and emotion 

recognition systems 

 

A. Speaker Recognition 

The performance of a speaker recognition can be affected 
by factors such as quality of the speech, age of the speaker, 
gender of the speaker, background noise of the recording, 
accent of the speaker, and other factors. Mbogho and Katz 
[7] investigated how accent can affect the quality of speech 
recognition by training two types of Hidden Markov models 
(HMM). Authors trained the first model on native speakers 
of English and the second model on accented English 
speakers. The results showed that models trained on accented 
English speakers performed better compared to the model 
trained on native speakers. There are various ways the 
quality of a speaker recognition system can be measured and 
according to Ferrer et al. [8], the performance scores of the 
speaker recognition system can be difficult to interpret. 
Hence, Ferrer et al. [8] proposes a trial-based normalisation 
technique to apply on the performance scores to transform 
them into actual likelihood proportions, that may have a 
perfect probabilistic interpretation. When evaluating speaker 
recognition system, Wu et al. [9] shows that data dependence 
can affect the standard error of the cost function. Neural 
networks played a significant role in training speaker 
recognition models. A famous deep learning method called 
dropout has demonstrated significant improvement in the 
performance of complex neural networks [10]. The use of 
neural networks in speech recognition has motivated Tang et 
al. [1] to use multitask recurrent neural network models to 
propose collaborative joint training approach for speech and 
speaker recognition systems. 

There are different features that can be extracted from 
speech to train a speaker recognition model. One of the 
feature representation is an i-vector, that models both the 
speaker and channel variability provided in speech signal. Xu 
et al. [11] propose an approach to extract i-vector without 
evaluating the full posterior covariance by accelerating the 
extraction process at run-time. This is attained by 
generalising the estimation of i-vector, while Cumani and 
Laface [12] propose e-vector, a speaker modelling technique 
which generates a compact representation of a speech 
segment, similar to i-vectors. Modipa et al. [13] investigated 
different techniques to the acoustic modeling of under-
resourced language, Sepedi, for speech recognition while 
Manamela et al. [14] create an emotion recognition system 
for the same language using machine learning algorithms. 

B. Emotion Recognition 

Emotion recognition is the identification of emotions in a 
rendered speech signal. There are various methods exist to 
train emotion recognition systems. Deep neural networks are 
among famous models to train emotion recognition systems. 
Even though such models are expensive to train, a light deep 
neural network model for recognition of emotions in audio-
visual is proposed by Vielzeuf et al.[2]. Authors reported to 
have obtained a state-of-the-art accuracy of 61%. Attention 
has improved the performance of deep neural network due to 
its technique to attend to more relevant features that predicts 
the target. As proposed by Ma [3], a multi-task attention-
based deep neural network on speech emotion recognition 

outperforms random forest, deep neural network, and SVM 
techniques. Egorow et al. [15] use feature selection based on 
random-forest technique to select the most important features 
and achieved an increase in performance using only 40 to 
60% of the features using emobase feature set [16]. 
Marczewski et al. [17] propose a hybrid speech emotion 
recognition architecture where the first layer uses a 
convolutional neural network (CNN) as a feature extraction 
step and final layer is a classification layer that consists of a 
long short-term memory network (LSTM), for emotion 
classification using domain-specific features. Sun et al. [4] 
use CNN-LSTM to extract features of film characters and 
SVM is used for classification while Wang and Hu [18] use 
SVM on improved Mel Frequency Cepstral Coefficients 
(MFCCs) to obtain state-of-the-art results. Albanie et al. [4] 
proposes a technique of labelling unlabelled speech emotion 
dataset by using a pretrained emotion recognition neural 
network trained on images. Studies show that noise has 
negative impact on speaker and emotion recognition systems 
and thus Pohjalainen et al. [19] propose signal denoising in 
log-spectral and cepstral domains and authors ascertain that 
the method proposed performed better than conventional 
noise reduction methods.  

III. METHODOLOGY 

This section firstly discusses the acquired data, secondly 
discusses the feature extraction and normalisation 
techniques, thirdly explains the models, and lastly discusses 
how the models are evaluated. 

The proposed emotional speaker recognition system 
architecture is depicted in Figure 1. The first step is to extract 
acoustic features from the speech database, then the features 
are normalised using z-score feature normalization. Lastly, 
we use the training data to build the models and the testing 
data is used to evaluate the models by making predictions 
and compare with true label. 

 

A. Data 

This study uses a validated emotional speech and song 
multimodal database, RAVDESS [20], collected from 24 
professional speakers (12 females and 12 males), recorded 
the same speech in a neutral North American accent. 
Utterances are composed of eight emotions: disgust, neutral, 
surprise, calm, fearful, angry, happy, and sad expressions. 
We removed the silence in the speech signals. Then we 
resampled speech signals to 32000 samples per second and 
Table I shows the total duration of each speaker for all the 
recorded emotions. The paper does not include the songs. 

 

 
Fig. 1. Overall system overflow 



TABLE I.  SPEAKER DURATION FOR 24 SPEAKERS 

Speaker Duration Speaker Duration 

01 03:44 13 03:19 

02 03:47 14 03:40 

03 03:45 15 03:29 

04 03:37 16 03:43 

05 03.44 17 03:40 

06 03:47 18 03:44 

07 03:44 19 03:52 

08 03:43 20 03:43 

09 03:29 21 03:55 

10 03:44 22 03:43 

11 03:26 23 03:36 

12 03:45 24 03:57 

 

Fig. 2 illustrate an example of the same linguistic content 
for the neutral and anger speech signals. The spectrograms in 
Fig. 2a show most portion of the spectral energy concentrate 
at lower frequencies in a voiced region of the neutral speech 
(in most cases below 512 Hz). The spectral energy is spread 
over a range of frequencies and there is no harmonic form in 
the anger utterance. It can be seen that the anger speech has 
amplitude of around ±1 while neutral speech has a lower 
amplitude of around ±0.04. Thus for English language, 
people express emotions in speech differently. 

 

B. Feature Extraction and Normalisation 

This section discusses extracted features and type of 

normalization used. 

1) Feature Extraction: The speech utterance has 

different acoustic features which characterises the identify 

of the speaker. We use pyAudioAnalysis [21] to extract 

short-term features shown in Table II to create a feature 

vector of size 68 consisting of both the standard deviation 

and mean. During extraction, we set the Hamming window 

to a rate of 25ms and frame size of 50ms. The 34 short-term 

extracted features are categorised into 3 domains 

(Frequency, Time, Cepstral) and the descriptions of the 

features are given in Table II. These features are also used in 

[22]-[24]:  

 Time-domain features include Energy, Zero 
Crossing Rate (ZCR) and Entropy of Energy. These 
features are extracted from the speech recordings. 
Using the average ZCR, a representation is 
determined and used to calculate the estimates of the 
spectral properties. A definition of calculations is as 
follows [25]: 

 

(1)

 

 Frequency-domain features include Chroma Vector, 
Chroma Deviation, Spectral Rolloff, Spectral 
Entropy, Spectral Flux, Spectral Centroid, and 
Spectral Spread which are based on the size of the 
Discrete Fourier Transform (DFT). 

 Cepstral-domain features include MFCCs which 
are determined when an inverse DFT is applied on the 
logarithmic spectrum. MFCCs are commonly used as 
acoustic features of speech in emotion and speaker 
recognition applications [18], [26]. MFCCs are 
calculated as follows: 

 

(2)

 

where the index of a cepstral coefficient is 
represented by n, Y(m), m=1, ..., M, is the output of 
an M-channel filterbank. 

 
a) 

 
b) 

Fig. 2. Spectrogram and waveform of neutral and anger utterance 

produced by one speaker. 

 



 

2) Feature Normalisation: is a significant step to create 

a robust machine learning model for speaker recognition. 

Normalisation has been used for speaker and emotion 

recognition systems [27]-[29]. The aim is to remove 

recording and speaker variability while retaining the 

afficacy of speaker discrimination. We use z-score 

normalisation defined by Sefara [22] that is formulated 

using the following equation: 

   

(3)

 

where the mean is represented by x̄, standard deviation is 
represented by σ and ŷ is the estimated standardised feature. 

C. Models 

This section explains the learning models implemented 

on the RAVDESS data set. 

1) Logistic Regression: is a non-linear transformation of 

the linear regression shown in Fig. 3. The logistic 

distribution is an S-shaped distribution function. For binary 

classification, the logit distribution includes probability 

estimates to fall in (0 - 1). Logistic regression equation takes 

the form: 

 

(4)

 
where logit[p(x)] is the loge of the likelihood ratio that 

the dependent variable is 1, and p ranges in (0 – 1). 

 
 

2) k-Nearest Neighbors (kNN) is a machine-learning 

technique which classifies a data point using its k nearest 

neighbors. kNN has different properties: (i) kNN is non-

parametric since it does not assume the probability 

distribution of the input data point. (ii) kNN use lazy 

learning method since it generalises during testing not 

training phase.   

3) Random Forest makes classification by creating 

decision trees on samples of data as shown in Fig. 4 during 

training and output the category that is the mode of the 

categories using mojority voting. 

 
 

4) Extreme Boosting is an optimised implementation of 

gradient boosted decision trees specifically designed to be 

fast and efficient. 

5) SVMs are machine learning models that have 

different kernels used for regression and classification 

problems. SVM is a discriminative classification model that 

creates an separating hyperplane to categorise a new data 

point as shown in Fig. 5. The following SVM kernels are 

implemented. 

 

 Linear SVM: <x,x’˃ 

 RBF SVM: exp (-γ || x-x’ || 2 )  

 Polynomial SVM: (γ < x,x’ > + r)d 

 Sigmoid SVM: tanh (γ < x,x’ > + r) 

where r is the coefficient, gamma γ is always positive, 
and d is a kernel degree. 

 
Fig. 4. Random Forest. 

 
Fig. 3. Linear and Logistic Regression Lines. 



 

 

6) Multilayer Perceptron (MLP) is a type of feed-

forward neural networks. MLP consists of multiple layers 

activtated by different activation functions. Table III shows 

the architecture of the implemented MLP. We use 

Tensorflow to implement the MLP architecture. The dropout 

layers helps to prevent overfitting. The model is trained for 

1000 iterations using batch size of 128, and contains 31704 

parameters. The model accuracy and loss are shown in Fig. 

6 and 7 respectively. 

TABLE III.  MLP ARCHITECTURE 

Layer Output Shape Parameters 

Dense (128, 128) 21888 

Dropout (128, 128) 0 

Relu (128, 128) 0 

Dense (128, 64) 8256 

Dropout (128, 64) 0 

Relu (128, 64) 0 

Dense (128, 64) 1560 

Softmax (128, 24) 0 

7) CNNs are type of deep neural networks mostly 

applied in the domain of computer vision. Table IV shows 

the architecture of the implemented CNN. We use 

Tensorflow to implement CNN and add dropout 

regularisation with probability of 0.5 to avoid the model 

from overfitting. The model is trained for 1000 iterations 

using batch size of 128, and contains 112024 parameters. 

The model accuracy and loss are shown in Fig. 6 and 7 

respectively. 

TABLE IV.  CNN ARCHITECTURE  

Layer Output Shape Parameters 

CNN (128, 1, 128) 108928 

Dropout (128, 1, 128) 0 

Global average pooling (128, 128) 0 

Dense (128, 24) 3096 

Softmax (128, 24) 0 

 

8) LSTMs are special kind of recurrent neural networks, 

with capability to learn long-term dependencies. Table V 

shows the architecture of the implemented LSTM. We use 

Tensorflow to implement LSTM and add dropout 

regularisation with probability of 0.5 to avoid the model 

from overfitting. The model is trained for 1000 iterations 

using batch size of 128, and contains 156184 parameters. 

The model accuracy and loss are shown in Fig. 6 and 7 

respectively. 

TABLE V.  LSTM ARCHITECTURE  

Layer Output Shape Parameters 

LSTM (128, 128) 153088 

Relu (128, 128) 0 

Dense (128, 24) 3096 

Softmax (128, 24) 0 

 

Table III-V shows the architecture of the models 

implemented as sequence models which consist of multiple 

layers where each layer has a shape which represents 

number of neurons. The last layer contains output shape of 

24 which must be equals to the total number of speakers. 

IV. EVALUATION 

The quality of the model can be affected by number of 
factors such as the size and the amount of the noise in the 
training data, the quality of the recorded voice, the type of 
the recording device, and type of learning technique. In every 
machine learning pipeline, the evaluation of how the models 
generalise on unseen data should be considered. From a total 
number of 1296 speech samples. We splitted the data into 
80%, 10% and 10% for training, testing and evaluation 
respectively. We selected the following list of measurements 
to measure the prediction quality of the models using the test 
data and evaluation data: 

a) Accuracy: is the fraction of the sum of the true 

positives and true negatives among all the elements in the 

test data. Equation to calculate accuracy is determined as 

follows: 

 

(5)

 
b) Categorical cross-entropy: it is a Cross-Entropy 

loss plus a Softmax activation, sometimes called Softmax 

loss. Categorical cross-entropy loss function is a best 

selection for categorical data. The formulation is determined 

as follows: 

 

(6)

 
where i∈[1...N] is an observation and c∈[1…C] represents 

categories. The pmodel[yi∈ Cc] is the probability forcasted for 

the element ‘i’ to belong to the category ‘c’. 

c) Precision: is the fraction of the true positives 

among the total number of real positive elements. Precision 

answers the question what proportion of positive prediction 

was correct. The formulation is determined as follows: 

 
Fig. 5. SVM showing a separating hyperplane [30]. 



  

(7)

 
d) Recall: is the true positives divided by relevant 

elements. Recall answers the question what proportion of 

true positives was correctly predicted. The formulation is 

determined as follows: 

  

(8)

 
e) F1 score: is a measure of the accuracy of the model 

and it considers both the recall  and the precision. F1 score  

is calculated using the following equation: 

 

(9)

 
f) Confusion matrix: is a table used to assess the 

performance of the classifier where true values are known. 

In the table the diagonal elements (tn & tp) are the number 

of examples where the forecasted label is the same as the 

true label, while off-diagonal elements represent examples 

that the classifier  incorrectly labelled. 

 

V. FINDINGS AND DISCUSSIONS 

This section explains the performance and overfitting 
after training the models using accuracy, F1 score and 
categorical cross-entropy. 

A. Performance 

We show the performance results in Table VI after 
evaluation of the models. To show the best SVM kernel for 
speaker recognition using the selected features, we trained 
SVM on four kernels, namely, sigmoid, linear, RBF, and 
polynomial. The RBF kernel performed better than 
polynomial, linear and sigmoid. The Sigmoid SVM obtained 
poor performance. We notice Sigmoid kernel failed to obtain 
the state-of-the-art accuracy with 58% being last followed by 
polynomial, linear and RBF kernels with 81%, 85%, and 
88% respectively obtaining the state-of-the-art accuracy. 
From these results, RBF kernel is suitable for speaker 
recognition system and sigmoid is not suitable. 

We group machine learning algorithms (LR, RF, kNN, 

XGBoost, SVM) and deep learning algorithms (MLP, CNN, 

LSTM) to show the best technique for speaker recognition 

using RAVDESS dataset. For machine learning algorithms, 

we observe better results by RBF SVM obtaining highest 

accuracy. For deep learning algorithms, we observe MLPs 

performing better with 92% followed by LSTM and CNN. 

Thus deep learning models as shown in Table VI performed 

better with regard to F1 score and accuracy than machine 

learning models, hence, are the best models to use in 

emotional speaker recognition. We also observe LR 

obtaining state-of-the-art results outperforming RF, kNN, 

XGBoost, sigmoid SVM, linear SVM, and polynomial 

SVM.  

 
Figure 8 shows the confusion matrix after evaluating 

MLP which in this case, is the best model for speaker 
recognition on emotional dataset. The even numbers 
represent female speakers and odd numbers represent male 
speakers. We observe that MLP confused male speaker with 
another male speaker for 11 instances and 1 instance for 

female and male speaker. Although, the model is not trained 
for gender classification but this could mean the model 
learned the difference between male and female speakers and 
which features are shared among same gender.   

TABLE VI.  EVALUATION RESULTS 

Model Accuracy F1 score 

LR 0.85 0.86   

RF    0.81 0.79   

kNN    0.79 0.77   

XGBoost    0.83 0.83 

Linear SVM 0.85 0.86   

RBF SVM 0.88 0.88   

Polynomial SVM 0.81 0.81 

Sigmoid SVM 0.58 0.58 

MLP   0.92 0.92 

CNN   0.89 0.89 

LSTM 0.90 0.90 

 

 

B. Overfitting 

Overfitting happens when a model learns the training 
data well to a point where the trained model fails to predict 
the new data. We investigate overfitting by investigating the 
model's learning curves shown in Figure 6 for LSTM, MLP, 
and CNN. We trained the models for 1000 iteration and as 
shown in Fig. 6 the prediction accuracy did not reduce. 
Moreover, we show in Fig. 7, the categorical cross-entropy 
loss function and it stayed under 0.5 for both CNN and MLP 
but the loss function started to increase after 300 epochs for 
LSTM. Hence, MLP and CNN did not overfit but LSTM 
started to overfit after 300 epochs. 

 
Fig. 6. Accuracy for MLP, LSTM, and CNN 

 
Fig. 7. Categorical cross entropy for MLP, LSTM, and CNN. 

 



VI. CONCLUSION 

This paper presented speaker recognition system using 
not just normal database but emotional database which has 8 
emotions. We presented literature review on speaker and 
emotion recognition. The features and feature extraction 
were discussed. A type of normalisation of features was 
explained. The learning algorithms were explained. We 
observed RBF kernel being suitable for speaker recognition 
among other SVM kernels. We observed deep learning 
algorithms outperforming machine learning algorithms on 
emotional database of 24 speakers.   

In conclusion, we suggest the extension of this work to 
include (i) the investigation of the selection of the most 
relevant acoustic features. (ii) Increasing number of speakers 
and speech samples 
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