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Abstract—Automatic speaker recognition is the task of 
automatically determining or verifying the identity of a 
speaker from a recording of his or her speech sample and has 
been studied for many decades. One of the most important 
steps of speaker recognition that significantly influences the 
speaker recognition performance is known as feature 
extraction. Acoustic features of speech have been researched 
by many researchers around the world, however, there is 
limited research conducted on African indigenous languages, 
South African official languages in particular. This paper 
presents the effects of acoustic features of speech towards the 
performance of speaker recognition systems focusing on South 
African low-resourced languages. This study investigates the 
acoustic features of speech using the National Centre for 
Human Language Technology (NCHLT) Sepedi speech data. 
Acoustic features of speech such as Time-domain, Frequency-
domain and Cepstral-domain features are evaluated on four 
machine learning algorithms: K-Nearest Neighbours (K-NN), 
two kernel-based Support Vector Machines (SVM), and 
Multilayer Perceptrons (MLP). The results show that the 
performance is poor for time-domain features and good for 
spectral-domain features and even better for cepstral-domain 
features. However, the combination of these three features 
resulted in a higher accuracy and F₁ score of 98%.  

Keywords—speaker recognition, acoustic features of speech, 
time-domain, frequency-domain, cepstral-domain 

I. INTRODUCTION 

Automatic speaker recognition is the task of 
automatically determining or verifying the identity of a 
speaker from a recording of his or her speech sample. Studies 
have shown overtime that no two or more humans sound 
precisely identical [1]. The acoustic aspects of what 
differentiates among the different human voices are obscure 
and difficult to separate from signal aspects that reflect 
segment recognition. The authors in [2] report that the three 
sources of disparity between speakers include (1) the 
difference in vocal cords and vocal tract shapes, (2) the 
difference in accents (speaking styles), and (3) the difference 
in how speakers express themselves to convey a particular 
message. However, since it is difficult to quantify or control 
a speaker’s tendency to use certain words (the third source), 

automatic speaker recognition systems exploit only the first 
two sources of disparity by examining low-level acoustic 
features of speech. The human voice consists of distinct 
acoustic features of speech that have the potential to uniquely 
distinguish between humans. The type acoustic features of 
speech extracted from the human voice greatly influence the 
performance of a speaker recognition system. Researchers 
around the world have researched the effects of several 
acoustic features of speech [3]–[12]. However, such research 
has focused mainly on well-resourced languages such as 
French, English, Chinese, Turkish and Vietnamese [13]–
[16]. It has been reported that different acoustic features of 
speech have certain impact on a particular language [17], 
[18]. The effects of acoustic features of speech for speaker 
recognition has not been adequately investigated and 
explored on African indigenous languages, particularly 
South African low-resourced languages. Therefore, it is not 
known whether the acoustic features of speech do have an 
effect on South African under-resourced languages. 

In this paper, we investigate the effects of acoustic 
features of speech towards the performance of speaker 
recognition systems focusing on South African low-
resourced languages. The features are extracted from audio 
files recorded from the Sepedi native speakers. We chose 
Sepedi as it is one of the South Africa official language and 
reported to be low-resourced [19], [20]. This paper is 
structured as follows: Section II describes the speech features 
extracted from the human voice. Section III discusses the 
methodology and results are discussed in Section IV where: 
(i) we show if model performance is affected by different 
speech features, (ii) we show which speech features are 
compatible with each other, and (iii) we compare machine 
learning model’s performance. Section V concludes the 
paper and highlights the future work. 

II. ACOUSTIC FEATURES OF SPEECH 
This section discusses the types of acoustic features of 

speech used for speaker recognition. There are different 
types of acoustic features of speech that can be extracted 
from speech and depending on the choice, the recognition 
accuracy varies. Some of the acoustic features of speech 



available are Time-domain, Frequency-domain and Cepstral-
domain features. 

A. Time-domain features 
Time-domain features are features that are directly 

extracted from the raw audio samples and include Zero 
Crossing Rate (ZCR), Energy and Entropy of Energy. 
Estimates of the spectral properties are obtained using a 
representation based on the short-time average ZCR. An 
appropriate definition of computations is given in 
[21]:

 
An example of Time-domain features (ZCR) extracted 

from one audio sample is shown in Fig. 1. 

 

Fig. 1. Time-domain features example (ZCR). 

B. Frequency-domain features 
Frequency-domain features include Spectral Spread, 

Spectral Centroid, Spectral Flux, Spectral Entropy, Spectral 
Rolloff, Chroma Deviation and Chroma Vector, these 
features are based on the magnitude of the Discrete Fourier 
Transform (DFT) [22]. An example of Frequency-domain 
features (Spectral Centroid) extracted from one audio sample 
is shown in Fig. 2. 

C. Cepstral-domain features 
Cepstral-domain features include Mel-Frequency 

Cepstral Coefficients (MFCCs) that result after the inverse 
DFT is applied on the logarithmic spectrum. MFCCs are 
determined with the help of a psychoacoustically motivated 
filter bank, followed by logarithmic compression and 
discrete cosine transform. Suppose the output of an X-
channel filterbank is Y (x); x = 1, … ,X; the MFCCs are 
obtained using the following equation [2]: 

 
where n is the index of a cepstral coefficient. An example 

of Cepstral-domain features (MFCCs) extracted from one 
audio sample is shown in Fig. 3. 

 

Fig. 2. Cepstral-domain features example (MFCC). 

III. METHODOLOGY 
This section discusses information regarding the data set, 

feature extraction and normalisation, classification model 
setup and evaluation metrics. 

A. Data 
The National Centre for Human Language Technology 

(NCHLT) [23] is the primary source of data used in this 
paper. The Sepedi NCLHT speech data, containing audio 
files recorded from different Sepedi native speakers is used. 
The data contains fifty (50) randomly selected speakers and 
150 samples per speaker. The data as summarised in Table I, 
is partitioned into train and test partitions of 75% train data 
and 25% test data set. 

TABLE I.  DATA STATISTICS 

Unit Value 

No. of speakers 50 

Instances per speakers 150 

Total Duration (seconds) 24,681 

Size (MB) 835.7 

B. Feature Extraction 
Features extraction is performed with the use 

pyAudioAnalysis [22] library. This library extracts a set of 
34 acoustic features of speech described in Table II. The 

 
Fig. 1. Frequency-domain features example (Spectral Centroid). 



extracted acoustic features of speech consists of three groups 
(Time-domain, Frequency-domain and Cepstral-domain 
features) discussed in Section II. These features are trained 
individually to compare their performances, and then 
combined to test their compatibility with each other. We 
investigate four different combinations of the features which 
are as follows: 

• Time and Frequency (TF) 

• Time and Cepstral (TC) 

• Frequency and Cepstral (FC) 

• Time and Frequency and Cepstral (TFC) 

TABLE II.  ACOUSTIC FEATURES ON SHORT-TERM 
WINDOWS

 

C. Feature Normalisation 
Standardisation of a data set is a common requirement for 

many machine learning algorithms. To achieve better results, 
we standardise the extracted acoustic features by removing 
the mean and scaling to unit variance using the following z-
score normalization equation: 

 

D. Classification Model Setup and Parameter Optimization 
The classification models are trained on Scikit-Learn [24] 

and GridSearchCV is used to find the best hyperparameters. 
Four machine learning algorithms are considered: K-Nearest 
Neighbours (K-NN), Radial Basis Function Support Vector 
Machines (RBF-SVM), Linear Support Vector Machines 
(LSVM) and Multilayer Perceptrons (MLP). The authors in 

[25], [26] give a detailed description of these algorithms and 
discuss the algorithm’s application to speaker recognition. 

1) K-Nearest Neighbours (K-NN): The K-NN 
algorithm is a type of lazy learning or instance-based 
learning algorithm which only approximates the function 
locally and defer all computation until classification [27]. 
We train the K-NN classifier with 7 nearest neighbors which 
are weighted by the distance metric. The distance metric 
weights data points by the inverse of their distance, meaning 
closer neighbors of a data point have more value compared 
to neighbors which are further away. 

2) Support Vector Machines (SVM): Support vector 
machine (SVM) are the advanced models with integrated 
learning algorithms in which classification and regression 
analysis is done by analyzing data and recognizing the 
patterns [28]. We implement the Radial Basis Function 
(RBF) and the Linear SVM kernels defined by the following 
equations: 

 
3) Multilayer perceptron (MLP): An MLP is a feed-

forward artificial neural network model that maps sets of 
input data onto a set of appropriate outputs. We train the 
MLP classifier with only one hidden layer and 100 neurons, 
the alpha parameter is set to 0.1, and 1000 epochs are 
performed. The alpha parameter is a parameter for 
regularization term (also known as the penalty term), that 
combats overfitting by constraining the size of the weights. 

E. Evaluation 
This study uses evaluation measurements such as 

accuracy, precision, recall, F₁ score and root mean squared 
error (RMSE) to evaluate the performance of each of the 
classification models. 

IV. RESULTS AND DISCUSSION 
This section discusses the results of the methodology 

discussed in Section III. Table III shows the accuracy scores 
for three different features of speech and their combinations. 
The features are trained with different classification models. 
It is observed that time-domain features on their own give 
the lowest accuracy for all classification models, with 
25.81%, 32.69%, 32.75% and 34.40% for K-NN, LSVM, 
RBF-SVM, and MLP respectively. When Training the 
classification models with Frequency-domain features, we 
observe that the performance improves by 38.14%, 49.60%, 
48.05% and 49.49% for K-NN, LSVM, RBF-SVM, and 
MLP classifiers respectively. Cepstral-domain features 
improves the accuracy even further to 84.32% for K-NN, 
91.25% and 91.68% for LSVM and RBF-SVM and 91.89% 
for MLP. LSVM performs better than RBF-SVM for 
Frequency-domain features with a difference of 1.49%, 
however, the performs difference for Cepstral-domain 
features is only 0.43% in favour of RBF-SVM. MLP 
classifier outperforms all the classification models regardless 
of the features in use. From these results, we see that the 
performance of the model is indeed affected by different 
acoustic features of speech. 



 

TABLE III.  ACCURACY SCORES FOR DIFFERENT MODELS 

Features 
Classifier Models 

K-NN LSVM RBF-SVM MLP 

Time 0.2581 0.3269 0.3275 0.3440 

Frequency 0.6395 0.8229 0.8080 0.8389 

Cepstral 0.8432 0.9125 0.9168 0.9189 

TF 0.6715 0.8416 0.8405 0.8576 

TC 0.8485 0.9413 0.9387 0.9547 

FC 0.8661 0.9627 0.9621 0.9712 

TFC 0.8763 0.9712 0.9680 0.9755 

 

To investigate which combination of features improves 
the models performance, we combined Time-domain and 
Frequency-domain features and the accuracy score has 
increased by 3.25% for RBF SVM, higher than K-NN’s 
3.20% and 1.87% for both LSVM and MLP, resulting in a 
2.53% increase on average. A combination of Time-domain 
and Cepstral-domain features improves the performance by 
an average of 2.28% and a combination of Frequency-
domain and Cepstral-domain features results in a higher 
improvement of 4.28% on average. By this higher average, 
we therefore conclude that the combination of Frequency-
domain and Cepstral-domain features is more compatible as 
compared to the combination of Time and Frequency-
domain features and the combination of Time and Cepstral-
domain features. 

The performance of the classification models increases 
even further when Time, Frequency and Cepstral-domain 
features are combined. It is observed that MLP classifier 
performed best with an accuracy of 97.55% for all features 
combined, K-NN gives a lower accuracy of 87.63% and 
LSVM and RBF-SVM have an accuracy of 97.12% and 
96.80% respectively. MLP outperforms LSVM by a 
difference of only 0.43%, similar to the difference obtained 
when training RBF-SVM and LSVM with Cepstral-domain 
features. 

TABLE IV.  RESULTS BASED ON BEST PERFORMING FEATURES 

Classifier 
Models 

Performance Metrics 
Accuracy Recall Precision F₁ Score 

K-NN 0.8763 0.8853 0.8763 0.8729 

LSVM 0.9712 0.9722 0.9712 0.9711 

RBF-SVM 0.9680 0.9691 0.9680 0.9679 

MLP 0.9755 0.9764 0.9755 0.9755 

 

Table IV shows the results of the classification models 
trained with a combination of all features (TCF) and the 
accuracies are similar to that of Table III. We report on 
precision, recall and F₁ score. Table IV also shows that both 
precision and recall are similar to the classification accuracy 
results for their respective classification models. This results 
shows that the classification models did not overfit. To 
validate this, we calculated the F₁ score, which conveys the 
balance between precision and recall. A similar result for F₁ 

score was achieved and therefore validates that the 
classification models did not overfit. 

 

Fig. 3. The Root Mean Square Error of the classifier models. 

Fig. 4 shows the RMSE which depicts that K-NN has the 
highest RMSE of 5.5506 followed by RBF-SVM at 3.0315. 
LSVM and MLP had the lowest RMSE at 2.7125 and 2.5374 
respectively. This results show that K-NN misclassify most 
of the data whereas LSVM and MLP perform well with a 
difference of only less than one percent. 

V. CONCLUSION AND FUTURE WORK 
This paper reported on the effects of acoustic features of 

speech on the performance of speaker recognition systems 
focusing on the Sepedi language as one of the 11 South 
African official languages. The paper gave a general 
overview of speaker recognition and briefly described three 
acoustic features of speech (Time-domain, Frequency-
domain, and Cepstral-domain features). The training and 
testing stages including feature extraction and normalisation, 
classification model setup and evaluation are clearly 
explained in the methodology section. The dataset of Sepedi 
speech data was obtained from the NCHLT project. 
pyAudioAnalysis tool was used for feature extraction and the 
extracted acoustic features of speech were then u sed to train 
the classification models on Scikit-Learn. 

The effects of Time-domain, Frequency-domain, and 
Cepstral-domain features was investigated individually on 
different classification models (K-NN, LSVM, RBF-SVM 
and MLP) and it was observed that Time-domain features 
have the lowest accuracy score for all classification models. 
The accuracy of the classification models improved when 
trained with Frequency-domain features and improved even 
further when the classification models are trained with 
Cepstral-domain features. From this improvement, we 
conclude that the Cepstral-domain features are more superior 
and have a more positive effect towards the performance of 
speaker recognition systems based on African indigenous 
languages. It was also observed that the performance of the 
classification models increases even more when Time, 
Frequency and Cepstral-domain features are combined 
together. The more compatible combination was that of 
Frequency and Cepstral-domain features where the 
classification accuracy is only 0.43% less than that of a 
combination all the features combined together. We trained 
the classification models on all features and it was observed 
that MLP outperformed all the classification models with an 
accuracy of 97.55% and K-NN had the lowest accuracy of 



87.63%. LSVM and RBF-SVM had an accuracy score of 
97.12% and 96.80% respectively. From this classification 
accuracy scores, the future work on this study will focus on a 
combination of Time, Frequency and Cepstral-domain 
features and these will be trained with LSVM and MLP 
classification models as they have shown to give best 
performances. As an extension to the study, a user friendly 
environment (graphical user interface) will be developed for 
easy access to the speaker recognition system. 
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