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ABSTRACT:

Key concepts in disaster response are level of preparedness, response times, sustaining the response and coordinating the response.
Effective disaster response requires a well-developed command and control framework that promotes the flow of information. The
Sensor Web is an emerging technology concept that can enhance the tempo of disaster response. We describe how a satellite-based
system for regional wild fire detection is being evolved into a fully-fledged Sensor Web application.

1 INTRODUCTION

Most disasters are of short duration and require a fixed amount of
consequence management. Examples include earthquakes, tsunamis
and storm events. Other disasters are more complex and unfold
in a non-linear fashion over an extended period. Such disasters
require ongoing and adaptive consequence management. Exam-
ples include the outbreak contagious diseases (e.g. bird flu) and
wild fires.

Key concepts in disaster response are level of preparedness, re-
sponse times, sustaining the response and coordinating the re-
sponse (Annoni et al., 2005). Time is critical and the three pri-
mary challenges in the race against time are uncertainty, com-
plexity and variability (Rosen et al., 2002). Dealing with these
challenges requires a well-designed command and control frame-
work that promotes the flow of information. Many consider the
foundation for command and control to be the Observe-Orient-
Decide-Act (OODA) loop (Osinga, 2005). The time it takes to
complete an OODA cycle is what determines the tempo of the
disaster response (Figure 1).

Figure 1: The OODA loop

Advances in sensor technology and distributed computing, cou-
pled with the development of open standards that facilitate sen-
sor/sensor network interoperability, are contributing to the emer-
gence of a phenomenon known as the ’Sensor Web’(Liang and
Tao, 2005). This phenomenon can be described as an advanced
Spatial Data Infrastructure (SDI) in which different sensors and
sensor networks are combined to create a sensor-rich feedback
control paradigm (Zibikowski, 2004). In this paper, we describe
how the Sensor Web can enhance the tempo of disaster response
in context of wild fires.

2 SENSOR WEB ENABLEMENT

Sensor Web Enablement (SWE) is an Open Geospatial Consor-
tium (OGC) initiative that extends the OGC web services frame-
work (OGC, 2005) by providing additional services for integrat-
ing web-connected sensors and sensor systems. SWE services are
designed to enable discovery of sensor assets and capabilities, ac-
cess to these resources through data retrieval and subscription to
alerts, and tasking of sensors to control observations (Botts et al.,
2006).

2.1 SWE Information Model

The SWE initiative has developed draft specifications for mod-
elling sensors and sensor systems (SensorML, TransducerML),
observations from such systems (Observations and Measurements)
and processing chains to process observations (SensorML) (Botts,
2005, Cox, 2005). The draft specifications provide semantics
for constructing machine-readable descriptions of data, encod-
ings and values, and are designed to improve prospects for plug
and play sensors, data fusion, common data processing engines,
automated discovery of sensors, and utilisation of sensor data.



2.2 SWE Services Model

SWE provides four types of web services: Sensor Observation
Service (SOS) (Na and Priest, 2006), Sensor Alert Service (SAS)
(Simonis, 2006), Sensor Planning Service (SPS) (Simonis, 2005)
and Web Notification Service (WNS) (Simonis and Wytzisk, 2003).
The SOS provides a standard interface that allows users to re-
trieve raw or processed observations from different sensors, sen-
sor systems and observation archives. The SAS provides a mech-
anism for posting raw or processed observations from sensors,
process chains or other data providers (including a SOS) based
on user-specified alert/filter conditions. When subscribing to a
SAS, users not only define the alert conditions but also the com-
munication protocol for disseminating alerts via the WNS.

The WNS provides a standard interface to allow asynchronous
communication between users and services and between differ-
ent services. A WNS is typically used to receive messages from
a SAS and to send/receive messages to and from a SPS. The SPS
provides a standard interface to sensors and sensor systems and is
used to coordinate the collection, processing, archiving and dis-
tribution of sensor observations. Discovery of OGC and SWE
services is facilitated by the Sensor Web Registry Service – an
extended version of the OGC Catalog Service.

3 THE ADVANCED FIRE INFORMATION SYSTEM

The Advanced Fire Information System (AFIS) is the first near
real-time satellite-based fire monitoring system in Africa. It was
originally developed for the South African electrical power util-
ity, ESKOM to mitigate the impact of wild fires on regional elec-
tricity supply (Fleming et al., 2005, Frost and Vosloo, 2006).
AFIS was first implemented using propriety GIS technology but
has now been re-engineered as an OGC compliant Sensor Web
application based on open source software.

3.1 Hotspot Detection

AFIS currently relies on a contextual algorithm for hotspot detec-
tion using the MODIS sensor aboard the polar orbiting TERRA
and AQUA satellites and the SEVERI sensor aboard the geosta-
tionary METEOSAT-8 satellite (CEOS, 2002). The hotspot up-
date rate for MODIS is every six hours compared to every 15
minutes for SEVERI. Though the SEVERI provides almost near
real-time hotspot detection, it can only resolve large hotspots (five
hectares or more in extent) unlike MODIS, which can resolve
hotspots less than a hectare in size.

The hotspot detection algorithm was originally developed for the
AVHRR sensor (Flasse and Ceccato, 1996, Giglio et al., 2003).
The algorithm uses 3.9µm and 10.8µm bands to discriminate fire
pixels from background pixels. The algorithm first classifies a
pixel according to a fixed threshold, e.g. T > 300K, to identify
potential fire pixels – the remaining pixels are called background
pixels. The neighbourhood of this pixel is then searched for back-
ground pixels, growing the neighbourhood if necessary to ensure
that at least 25% of the neighbourhood pixels are background pix-
els. From this set of background pixels, the mean and standard
deviation statistics are calculated from the 3.9µm and the 3.9µm
− 10.8µm band difference data. The pixel under consideration is
then classified as a hotspot if its 3.9µm value exceeds the back-
ground mean by some multiple of the standard deviation – a sim-
ilar test is performed on the 3.9µm − 10.8µm band difference.

3.2 Current Sensor Web Architecture

Figure 2 depicts the current OGC compliant architecture for AFIS.
The contextual algorithm for hotspot detection has been imple-
mented in dedicated image processing chains for MODIS and
SEVERI observations. The processing chains generate hotspots
using pre-processed MODIS and SEVERI data retrieved from an
image data store via a SOS. Hotspot data is sent to the AFIS Ap-
plication Server for archiving and spatial processing. End-users
are able to query the hotspot archive via a high-level SOS and
can subscribe to a SAS that uses the output of the spatial process-
ing to generate fire alerts. At present, spatial processing is lim-
ited to intersecting hotspot events with features of interest. How-
ever, the aim is to enrich fire alerts by populating hotspot events
with additional attribute data such as surface wind vectors and
fire danger index provided by other OGC web services e.g. Web
Coverage Service (WCS) and Web Feature Service (WFS). When
subscribing to the SAS, users must specify the preferred medium
for receiving fire alerts (e.g. Simple Message Service (SMS) or
Email) and what parameters to pass through to the spatial process
chain. Parameters may include what features of interest to inter-
sect with hotspots (in the case of ESKOM, this would be buffer
zones around high-voltage transmission lines).

MODIS (Terra+Aqua)
SEVERI(MeteoSat-8)-
Pre-Processed

HBK Ground Station

Inputs

Hotspot Processing Chains

Image Processing
e.g. Orthorectification

SEVERI 
Contextual
Algorithm 

SEVERI 
Temporal 
Algorithm

MODIS 
Dir Bdcst
Algorithm

AFIS Application Server

Hotspot Archiver  

(DB Feeder)

AFIS Fire Alert 

Generation Sub-  

system

               WEB NOTIFICATION SERVICE          

Contains spatial 

processing engine 

for spatial filtering 

of hotspot alerts and            

determining urgency 

of alerts

Hotpot Archives

Spatial Database

                          SENSOR OBSERVATION SERVICE                                   

store hotspots 

into a spatial 

database, 

creating an 

archive

made available via

  SENSOR OBSERVATION SERVICE  

        WEB FEATURE SERVICE         

Analysis & Contextual Data

accesses and analyses

SENSOR ALERT SERVICE

generates

CONSUMER

subscribes to 
notifications 
& sets transports

subscribe to alerts & 
sets conditions

publishes alert notifications

accesses and 
analyses

       WEB COVERAGE SERVICE       

used by

               SENSOR OBSERVATION SERVICE             

publishes 
alerts

Fire Alerts

MODIS Direct Bdcst
Algorithm Hotspots

SEVERI Temporal
Algorithm Hotspots

SEVERI Contextual
Algorithm Hotspots

Figure 2: OGC Compliant AFIS Architecture

4 RESULTS AND DISCUSSION

4.1 Hotspot Detection Success Rate

In the first two years of operation, AFIS detected 44% and 46% of
the fires that disrupted electricity supply with MODIS and SEV-
ERI respectively. The combined detection succession rate was
60% (Frost and Vosloo, 2006). Most of these fires were detected
well in advance of the incidents giving ESKOM controllers ample
time to respond to this threat.

The detection success rate is considered too low so we are im-
plementing a non-contextual hotspot detection algorithm for the
SEVERI sensor that is more sensitive. The basic approach is to



build a general model of the diurnal cycle for the 3.9µm band,
and then to fit this model to the observed data of the last 24 hours.
This model can then be used to generate accurate estimates of
the expected background temperatures. If a statistically signif-
icant difference between the current observed temperature and
the predicted background temperature is observed, then the pixel
in question is classified as a hotspot. The first implementation
of this algorithm relied on a Kalman filter to provide the esti-
mates of the background temperature. Initial results indicate that
this method is significantly more sensitive, particularly in cases
where the background temperature is below 300K (e.g. early
morning)(van den Bergh and Frost, 2005).

4.2 Extending AFIS Functionality

The intention is to shift the emphasis from simple fire detection
to more sophisticated fire risk management. This requires a good
understanding of what controls wild fire behaviour. We are cur-
rently building a domain ontology (Gruber, 1993, Struder et al.,
1998) for wild fires. The ontology will capture key concepts in
the wild fire domain such as combustion properties, fuel load,
burning regime, fire weather, fire suppression methods, and topo-
graphical controls. The aim is to use the Sensor Web to observe
specific fire-related phenomena described in the wild fire ontol-
ogy and employ machine reasoning to determine fire risk i.e. au-
tomate the observe and orient parts of the OODA loop and issue
more useful fire alerts.

4.3 Sensor Web Agent Platform

To achieve the desired level of automation requires a more intelli-
gent architecture than what the current SWE framework provides.
We are advocating an open, service-oriented, multi-agent system
architecture for the Sensor Web known as the Sensor Web Agent
Platform (SWAP). This architecture is a hybrid of the Founda-
tion for Intelligent Physical Agents (FIPA)(FIPA, 2002) and Open
Geospatial Consortium (OGC) standard architectures. SWAP in-
corporates the following concepts: Ontologies, process models,
choreography, service directories and facilitators, service-level
agreements and quality of service measures (Huhns et al., 2005).
Ontologies will provide explicit descriptions of all components
within SWAP i.e. sensors and sensor data, simulation models,
algorithms and applications, and how these components can be
integrated and used by software agents.

Users can improve or alter the behaviour of SWAP by editing
any of the underlying ontologies. SWAP uses the Web Ontology
Language (OWL) as the ontology representation language (Bech-
hofer et al., 2004). The ideal is to re-use existing ontologies wher-
ever possible. We are using the Suggested Upper Merged Ontol-
ogy (SUMO) to ground all the ontologies in SWAP (Niles and
Pease, 2001). In the case of sensors and sensor systems, we are
using OntoSensor (Russomanno et al., 2005) and the NASA Se-
mantic Web for Earth and Environmental Terminology (SWEET)
ontologies (Raskin, 2006) for building domain and application
ontologies.

The SWAP abstract architecture is split into three layers: Sen-
sor Layer, Coordination Layer and Decision Layer (Figure 3).
The Sensor Layer is populated by sensor agents that encapsu-
late individual sensors, sensor systems and archived observations.
They expose sensor data in a uniform way and deal with any
sensor-dependant processing. Data from sensor agents form in-
put to agents in the second, Coordination Layer, which consist of
work flow, tool and simulation agents. Work flow agents receive
data from sensor agents and pass this data through a combina-
tion of tool and simulation agents and aggregate the results. Tool

agents provide feature extraction and image processing function-
ality, while simulation agents store real-world models and can
provide projections and analysis of data. The processed data
stored by work flow agents form input to application agents in
the Decision Layer. Application agents combine higher level fea-
tures provided by work flow agents and provide different views
of this data to different end users and advanced users would be al-
lowed to compose and deploy new work flow agents. Application
agents would also allow users to specify alerts in the system.

Figure 3: SWAP Abstract Architecture

A prototype implementation of SWAP is currently being devel-
oped for AFIS (Figure 4). The prototype will use the non-contextual
hotspot algorithm described earlier. A sensor agent will access
a SOS offering SEVERI blackbody temperature and expose this
to a work flow agent configured to detect hotspots. The work
flow agent is responsible for tasking a simulation agent to pre-
dict the current background temperature from the diurnal cycle,
sending both the predicted background temperature and observed
temperature to a tool agent that checks for hotspots, and commu-
nicating detected hotspots to the AFIS application server. The
simulation agent will retrieve historical SEVERI blackbody tem-
perature needed for building the diurnal cycle from an image data
store via the same SOS used by the sensor agent. The AFIS appli-
cation server (an application agent) uses hotspots retrieved from
the workflow agent to issue fire alerts using a SAS and WNS.
The AFIS application server can be accessed either via an AFIS
client installed on a a user’s computer, or via a web interface for
configuring fire alerts.



Figure 4: SWAP Architecture for AFIS Prototype

5 CONCLUSIONS AND FUTURE WORK

AFIS is a good example of what the Sensor Web can do to fa-
cilitate effective disaster response. The Sensor Web enhances
the OODA loop by providing several mechanisms for sensor-rich
feedback control. Our proposed service-oriented, multiagent sys-
tems architecture for the Sensor Web extends the current SWE
framework. SWAP facilitates technical and semantic interoper-
ability and promotes re-usability. The architecture is flexible and
extensible: New agents can be deployed or swapped out in a ’plug
and play’ fashion. Work flows can be easily updated or built from
scratch by editing existing or creating new application ontologies.
Parts of the OODA loop can be offloaded onto software agents
that use machine-reasoning to automatically generate hypothe-
ses. Speeding up the OODA cycle in this way should enhance the
tempo of disaster response.

A number of research questions must be addressed before SWAP
can be fully realised. These include questions relating to the in-
ternal model of agents, communication between agents and be-
tween agents and non-agent services, message structure and mes-
sage payload structure, framework for building ontologies, how
to handle contradictory knowledge, how to integrate different types
of ontologies into the agent paradigm, maintenance of ontologies,
data fusion, dynamic configuration of process chains and appro-
priate agent development framework.

We intend using the implementation of the SWAP prototype for
AFIS to refine these research questions and expose others. Our
plan is to work in close collaboration with standards generating
bodies such as OGC, FIPA, IEEE and W3C, other research part-
ners and the Open Source Software (OSS) development commu-

nity to ensure SWAP becomes a future standard open architecture
for the Sensor Web.
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